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Abstract The Global Ocean Data Assimilation System con-
figured at Indian National Centre for Ocean Information
Services (INCOIS-GODAS) has been forced with satellite-
based QuikSCAT gridded winds (QSCAT) to obtain accurate
operational ocean analysis, particularly ocean currents, as
compared to the default National Centers for Environmental
Prediction-Reanalysis 2 (NCEP-R2) wind forcing in the trop-
ical Indian Ocean (TIO). However, after termination of
QuikSCAT mission in November 2009, an alternate wind
forcing was required for providing operational ocean analysis.
The present study examines the suitability of an Advanced
Scatterometer (ASCAT)-based daily gridded wind product
(DASCAT) for the INCOIS-GODAS. Experiments were per-
formed by forcing INCOIS-GODAS with three different mo-
mentum fluxes derived from QSCAT, DASCAT, and NCEP-
R2 wind products. Simulated ocean currents from these ex-
periments are validated with respect to in situ current measure-
ments from Research Moored Array for African-Asian-
AustralianMonsoon Analysis and Prediction (RAMA) buoys.
Results suggested that the quality of simulated ocean currents
from the daily DASCAT forcing is on par with the QSCAT
forcing in the TIO, except for the equatorial Indian Ocean
(EIO). Although QSCAT-forced current simulations are
slightly better than DASCAT-forced simulations, both

QSCAT and DASCAT provide a much better result than
NCEP-R2. Our analysis shows that the better simulations of
currents over the EIO, with the QSCAT forcing compared to
DASCAT forcing, can be attributed to the smoothening of the
wind field in the DASCAT compared to QSCAT. The impact
of the error in the DASCAT on ocean current analysis is,
however, limited to local scales and upper 100 m of water
column only. Thus, our study demonstrated that, in the ab-
sence of QSCAT, DASCAT is a better alternative for
INCOIS-GODAS ocean analysis than the NCEP-R2.
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1 Introduction

The demand for high-quality, dynamically consistent ocean
analysis product both in spatial and temporal scales has in-
creased significantly in the recent times. Such dynamically
consistent ocean analysis products are very important compo-
nents of coupled ocean-atmospheric models used for opera-
tional weather forecast. They are also useful for the studies
intended to understand the oceanic processes. To provide
ocean analysis products on an operational basis, a new version
of Global Ocean Data Assimilation System (GODAS) was
configured at Indian National Centre for Ocean Information
Services (INCOIS; here after INCOIS-GODAS; see sec-
tion 2.1 for more detailed information about INCOIS-
GODAS). Currently, various agencies in India (e.g., Indian
Institute of Tropical Meteorology (IITM); Indian
Meteorological Department (IMD)) are utilizing the
INCOIS-GODAS ocean analysis products to initialize their
coupled ocean-atmospheric models. Hence, it is important to

Responsible Editor: Aida Alvera-Azcárate

* Sanikommu Sivareddy
ssiva@incois.gov.in

1 ESSO-Indian National Centre for Ocean Information Services,
Hyderabad 500 090, India

2 Department of Meteorology and Oceanography, Andhra University,
Visakhapatnam, India

Ocean Dynamics (2015) 65:1235–1247
DOI 10.1007/s10236-015-0870-6

http://crossmark.crossref.org/dialog/?doi=10.1007/s10236-015-0870-6&domain=pdf


ensure that the INCOIS-GODAS produces best-quality ocean
analysis. Ravichandran et al. (2013) have examined the sen-
sitivity of INCOIS-GODAS to wind forcing using National
Centers for Environmental Prediction Reanalysis-2 (NCEP-
R2; Kanamitsu et al. 2002) and daily data of 3-day moving
average QuikSCAT winds (here after QSCAT; Wentz et al.
2001). They have shown considerable improvement in the
simulation of ocean currents over the equatorial Indian
Ocean (EIO), when they replaced the model-based NCEP-
R2 winds with satellite-based QSCAT winds. However,
QSCAT wind data are not available since November 19,
2009. Hence, it is important to identify a suitable replacement
for QSCATwind forcing for the INCOIS-GODAS.

There are various gridded wind products available at pres-
ent. These wind products are generated from atmospheric
model (reanalysis products) or using the satellite data.
Although the model-based products are available for research
as well as operational purposes, the quality of these products
are still questionable in the tropical regions compared to
satellite-based products (Collins et al. 2012). For example,
Uppala et al. (2005) have shown that European Centre for
Medium Range Weather Forecasts Reanalysis-40 (ERA-40)
winds have strong bias because of excessive precipitation and
too strong Brewer-Dobson circulation in the tropical oceans.
Similarly, the study by Goswami and Sengupta (2003) have
shown that National Centers for Environmental Prediction-
National Centre for Atmospheric Research (NCEP-NCAR)
model produces erroneous precipitation patterns due to inac-
curate representation of the atmospheric convective heating
over the eastern tropical Indian Ocean. As suggested by
Goswami and Sengupta (2003), misrepresentation of precipi-
tation patterns in NCEP-NCAR model can produce errors in
the wind fields. Hence, in general, wind products based on
satellite observations are preferable than re-analysis-based
wind products to use them for momentum forcing in ocean
model.

After the termination of QuikSCAT, scatterometer winds
are available from two satellites (1) Oceansat-2 of Indian
Space Research Organisation (ISRO) and (2) Exploitation of
Meteorological Satellites (EUMETSAT) Meteorological
Operation-A (MetOp-A) satellites. Scatterometer winds from
the former satellite, i.e., Oceansat-2, were available only for a
brief period of September 23, 2009, to February 20, 2014.
Hence, wind products based on Oceansat-2 scatterometer do
not meet the interests of operational centers such as INCOIS
who need data on near real time to provide ocean services.
Scatterometer winds from EUMETSAT-MetOp-A satellites
are expected to be available up to 2022. Thus, wind products
based on EUMETSAT-MetOp-A can meet the requirements
of operational centers. EUMETSAT MetOp-A carries
Advanced Scatterometer (ASCAT; details are provided in sec-
tion 2.2). Bentamy and Fillon (2012) have developed a meth-
odology to construct a daily averaged global gridded wind

field (called DASCAT) using ASCAT and European Centre
for Medium Range Weather Forecasts (ECMWF) winds. The
DASCAT data are being provided by the French Research
Institute for Exploration of the Sea (IFREMER), France, on
operational basis with a ∼2-day delay. To the best of our
knowledge, this is the only operational ASCAT scatterometer
level-4 wind product available online without spatial gaps.
The wind product without spatial gap is an essential aspect
for forcing ocean models. Precisely, this is the reason for not
considering ASCAT level-3 daily products in the present
study. For example, MyOcean provides ASCAT level-3 daily
wind product (http://marine.copernicus.eu/web/69-myocean-
interactive-catalogue.php) on operational basis. This is a
pure satellite swath data without blending any numerical
weather prediction model output. This ASCAT level-3 prod-
uct has significant spatial gaps which make it difficult to uti-
lize the product directly for forcing in ocean models.
Sivareddy et al. (2013) have examined the quality of
DASCAT winds in the tropical Indian Ocean (TIO) with re-
spect to QSCAT winds and in situ winds from Research
Moored Array for African-Asian-Australian Monsoon
Analysis and Prediction (RAMA). They found that the perfor-
mance of DASCAT is on par with the QSCAT. It is worth
noting here that the assessments in both the studies
(Bentamy and Fillon 2012; Sivareddy et al. 2013) are based
on direct wind comparisons. Hence, a key question remains:
whether DASCAT forcing for INCOIS-GODAS offers similar
improvements in the quality of ocean analysis as the QSCAT
forcing did in Ravichandran et al. (2013). Prior demonstration
of the suitability of a wind product using a state-of-the-art
ocean model is important before implementing it in the oper-
ational system since quality of wind have a major impact on
the quality of simulated ocean currents (Sengupta et al. 2007).
In the present study, we examined the suitability of the
DASCAT with respect to QSCAT and NCEP-R2. Major fac-
tors that motivated the present study are (1) comparatively
better performance of INCOIS-GODAS with QSCAT wind
product than model-based NCEP-R2 wind product as shown
by Ravichandran et al. (2013), (2) non-availability of QSCAT
wind vectors after November, 2009, and also (3) ASCAT
measurements which are expected to continue up to 2022.
We presume that the information acquired through the analy-
sis of the present study will be useful for those who use oper-
ational products of INCOIS-GODAS.

The present study is based on the analysis during the period
from April 1, 2009, to October 31, 2009, due to (1) the com-
mon data available between QSCAT and DASCAT (for the
generation of DASCAT, 12.5-km resolution ASCAT level-2b
wind is used only from March 3, 2009, whereas 25-km reso-
lution ASCAT level-2b wind was used prior to this date) and
(2) the amount of model time needed to adjust to new wind
forcing (DASCAT) especially for the upper ocean. The
DASCAT experiment was started from May 1, 2007, and the
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initial condition for this experiment was taken from QSCAT
wind-based experiment. Further details on the selection of
initial conditions are given in the next section. Although
INCOIS-GODAS offers a global ocean analysis, we restricted
our analysis for the EIO only. This is due to the fact that earlier
studies in the Indian Ocean have shown that momentum flux
has a significant impact on simulated ocean currents
(Sengupta et al. 2007; Agarwal et al. 2008). Ravichandran
et al. (2013) have also shown significant differences in the
simulated ocean currents especially in the EIO, when
INCOIS-GODAS is forced with different momentum fluxes.
Moreover, the differences in other ocean fields (temperature,
salinity, and sea surface height) are in general not significant.
Similar results are found in the present study also, which can
be attributed to the assimilation of temperature and salinity
data into the INCOIS-GODAS. These results motivated us
to focus on the improvement of ocean current simulation in
the EIO using different momentum fluxes. Limiting our anal-
ysis to EIO is also due to the excellent availability of RAMA
surface current data (relatively more moorings in the EIO
compared to other regions of the tropical Indian Ocean) for
validation during the study period.

The paper is organized as follows. Section 2 describes data
sets, model, and experiments performed. The impact of differ-
ent momentum fluxes on simulated ocean currents and plau-
sible mechanism for observed differences are examined in
section 3. The summary is reported in section 4.

2 Description of the model, experiments, and data set
used for validation

2.1 Description about the assimilation system and model
spin-up

The assimilation system used for the present study is INCOIS-
GODAS, which is an ocean general circulation model
(OGCM) with 3D-VAR assimilation scheme (Behringer and
Xue 2004, and Ravichandran et al. 2013). The OGCM is Z-
coordinate-based Modular Ocean Model (MOM) 4.0. The
model has uniform zonal resolution of 0.5° and a variable
meridional resolution of 0.25° within 10° of the equator,
which decreases exponentially from 10° N (10° S) to 30° N
(30° S) to maintain a 0.5° meridional resolution pole-wards
from 30° N (30° S). There are 40 vertical layers, with
10-m resolution between surface to 240-m depth. Model
integration time step is 30 min. Vertical mixing follows the
non-local K-profile parameterization of Large et al. (1994).
The horizontal mixing of tracers uses the iso-neutral method
developed by Gent and McWilliams (1990). The
Smagorinsky viscosity scheme, with Smagorinsky isotropic
viscosity coefficient set to 0.9, is used for the horizontal mo-
mentum viscosity. Bryan-Lewis diffusivity model (Bryan and

Lewis 1979) is used to account for background horizontal/
vertical diffusivities. The horizontal diffusivities are roughly
0.3×10−4 m2 s−1 (1.3×10−4 m2 s−1) in the upper (deep) ocean
and are time dependent.

The 3D-VAR assimilation scheme implemented in
INCOIS-GODAS assimilates observed in situ temperature
and salinity profiles within 60° S–60° N and from the surface
to a 750-m depth. The assimilation is performed once in 6 h.
For the assimilation, observations from various platforms
(Argo, eXpendable BathyThermographs (XBTs),
Conductivity-Temperature-Depth (CTD), eXpendable CTD,
moored buoys) during −10 days to +10 days of the assimila-
tion cycle are used. Before performing the assimilation, the
model is stabilized by spinning it up using climatological
forcing until it reaches the equilibrium and then by performing
interannual run using interannual forcing. In the next step, the
model is trained with observed in situ temperature and syn-
thetic salinity (generated by using observed in situ tempera-
ture profile and local climatological temperature and salinity
relation) profiles for ∼10 years (here after standard GODAS
run). After these exercises, the assimilation system was
allowed to take observed in situ temperature and salinity pro-
files. Observed in situ temperature and salinity profiles are
assimilated in INCOIS-GODAS from 2003 onwards. By de-
fault, the assimilation system uses NCEP-R2 (Kanamitsu et al.
2002) radiation, freshwater, and momentum fluxes as atmo-
spheric forcing. The ocean analysis obtained from the
INCOIS-GODAS is found to be reasonably accurate. More
details about the assimilation system and the quality of the
ocean analysis can be obtained from Ravichandran et al.
(2013).

2.2 Description of satellite-based and reanalyzed gridded
wind products

As indicated in the introductory section, the present study
employs three-gridded wind products (1) NCEP-R2—daily
averaged gridded winds from the NCEP-R2, (2) QSCAT—
satellite-based daily gridded winds from 3-day moving aver-
ages of scatterometer winds onboard QuikSCAT, and (3)
DASCAT—satellite-based daily gridded winds from ASCAT
and ECMWF merged winds. The NCEP-R2 winds
(Kanamitsu et al. 2002) are obtained from a state-of-the-art
atmosphere-ocean coupled analysis and forecast system,
which assimilate data from 1979 through the recent years.
The system uses the T62/28-level National Centers for
Environmental Prediction (NCEP) global spectral model for
atmosphere and MOM-3 for ocean (Kanamitsu et al. 2002;
Kalnay et al. 1996). Atmospheric observations that are assim-
ilated into the global spectral model include rawinsonde, sur-
face marine data, aircraft data, surface land synoptic data,
satellite sounder data, and surface and cloud drift winds from
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satellites. NCEP-R2 winds are available at ∼210-km spatial
resolution.

The QuikSCAT products of ocean surface winds at a 10-m
height are based on observations from SeaWinds
scatterometer onboard the QuikSCAT satellite launched by
National Aeronautics and Space Administration (NASA)/Jet
Propulsion Laboratory (JPL). The SeaWinds uses rotating
dish antenna with two spot beams that sweep in a circular
pattern. The antenna radiates microwave pulses at a frequency
of 13.4 GHz (Ku band) across broad regions on earth’s sur-
face. The instrument collects data with a 1800-km-wide swath
during each orbit and provides ∼90 % coverage of earth’s
ocean every day. Utilizing SeaWinds observations, a spatially
complete daily gridded wind product (level 3) is generated and
distributed through www.remss.com after applying a 3-day
running average to fill the data gaps available in daily swaths.
This product (referred as QSCAT in the present study) is avail-
able at 0.25° spatial resolution. The QSCATwind products are
not available now due to termination of QuikSCAT mission in
November, 2009.

The EUMETSAT/METOP-A satellite launched on
October 19, 2006, accommodated the ASCAT for measur-
ing winds. ASCAT operates at the 5.3-GHz frequency band
(C band). In general, the performance of C band in esti-
mating wind during rain is better compared to Ku band
(Lin et al. 2015). ASCAT uses fan-beam geometry with
antennas oriented at an angle of 45°, 90°, and 135° with
respect to satellite track. It covers two 550-km swaths
which are separated from the satellite ground track by
about 336 km for the minimum orbit height. Compared to
QuikSCAT, ASCAT has a narrower swath. ASCAT-fixed
viewing geometry generally leads to higher quality and/or
higher resolution wind vectors than QuikSCAT varying
geometry, which is sub-optimal in the nadir region of the
swath (Vogelzang et al. 2011). As mentioned in the intro-
ductory section, a daily gridded 0.25° spatial resolution
ASCAT level-4 gridded wind product (referred as
DASCAT) using ASCAT level-2b winds and ECMWF
wind analyses was generated based on the krigging method
by Bentamy and Fillon (2012). The ECMWF wind fields
are considered as external drift for the krigging method.

Comparison between the performances of QSCAT and
DASCAT (based on ASCAT level-2b with spatial resolution
of 12.5 km) with respect to in situ wind measurements from
RAMA buoys has been carried out in the TIO by Sivareddy
et al. (2013). They have shown that in general, QSCAT and
DASCAT are in good agreement except during rain and low
wind events. Root mean square difference (RMSD) in zonal
andmeridional components of wind fromDASCAT (QSCAT)
with respect to in situ measurements of wind from RAMA are
shown to be 1.08 and 1.12 m s−1 (1.44 and 1.42 m s−1), re-
spectively, during no-rain conditions. During rainy days, the
RMSDwas found to be slightly large (e.g., RMSD of 1.44 and

2.78 m s−1 for DASCAT and QSCAT, respectively, in zonal
component of wind).

2.3 Experiments conducted for the present study

In the present study, we have used the global INCOIS-
GODAS setup as in Ravichandran et al. (2013), except that
the observed in situ salinity replaces synthetic salinity in as-
similation. The use of observed salinity profiles in place of
synthetic salinity improves the salinity as well as currents,
especially in the equatorial regions (figure not shown) corrob-
orating the results of Huang et al. (2008). Using this modified
INCOIS-GODAS setup, we have designed various sensitivity
experiments as summarized in Table 1. As mentioned in
Table 1, both experiments NTS (NCEP-R2 forcing) and
QTS (QSCAT forcing) were run from January 1, 2003, to
October 31, 2009, using the initial condition from standard
GODAS run. Experiment DTS (DASCAT forcing) was run
fromMay 1, 2007, to October 31, 2009, because the availabil-
ity of DASCAT winds is relatively consistent from this date
onwards. Ocean analysis onMay 1, 2007, obtained from QTS
was used as the initial condition for this DTS experiments.
Selection of the common initial condition from QSCAT-
forced experiment instead of NCEP-R2-forced experiment is
due to the better representation of oceanic features with the
QSCATwind forcing than with the NCEP-R2 wind forcing as
shown by Ravichandran et al. (2013).

Evaluation of model performance is carried out using daily
averaged outputs from April 1, 2009, to October 31, 2009,
discarding the outputs of May 1, 2007, to March 31, 2009.
This analysis period is chosen to provide sufficient time for
the model to get adjusted to the new forcing. Also, it is due to
the fact that before March, 2009, DASCAT winds were gen-
erated using 25-km resolution of ASCAT level-2b data, after
that DASCAT winds were generated using 12.5-km resolu-
tion. It is presumed that the quality of the DASCAT product
might differ with these changes. Further, DASCAT based on a
12.5-km product is continuously available as of now with a
∼2-day delay, and the same is used in this study. Hence, it is
appropriate to evaluate model performance during the afore-
mentioned April 1, 2009, to October 31, 2009, period.

2.4 Data and methodology used for the evaluations

We have used both in situ and satellite-based current observa-
tions for comparing the model simulations. For in situ data,
daily averaged ocean currents available from RAMA moor-
ings (McPhaden et al. 2009) at a 10-m depth are used. We
have selected data from all the RAMA locations where at least
30 days of data were available in the EIO during the analysis
period of April 1, 2009, to October 31, 2009. Based on this
condition, we are left with only six RAMA locations in the
EIO. For spatial validation of surface currents, we have used a
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new version of Ocean Surface Current Analysis-Real time
(OSCAR) current data, prepared by Bonjean and Lagerloef
(2002). The newOSCAR currents are available on 1/3° spatial
and 5-day temporal resolution. Using quasi-steady geostroph-
ic, local wind-driven, and thermal wind dynamics, the
OSCAR data processing system calculates sea surface cur-
rents from satellite altimetry, from vector wind fields, as well
as from sea surface temperature (Dohan and Maximenko
2010). The technique is tuned to obtain best representation
of ageostrophic motion of the 15-m drogue drifters relative
to the surface wind stress. Near the equatorial regions, the
new OSCAR data processing system uses a realistic shear
model for the Ekman component based on Stommel (1960).
This producesmuchmore accurate results on the equator com-
pared to an older version of OSCAR product. Also, this new
version uses a unique set of orthogonal polynomial basis func-
tions, symmetric on the equator to solve the geostrophic and
Ekman terms across the equatorial singularity.

The new OSCAR provides reasonably accurate ocean
surface currents off equatorial regions (Bonjean and
Lagerloef 2002). Validation and error analysis of the
new version of OSCAR surface currents in the Pacific
Ocean carried out by Johnson et al. (2007) have shown
that the OSCAR product provides reasonably accurate
zonal surface current variability in the near-equatorial re-
gions too. Moreover, Sikhakolli et al. (2013) has done a
comprehensive evaluation of the OSCAR currents in the
TIO. They have shown that the spatial patterns, including
in the equatorial region, are well captured by OSCAR
currents. They have found correlations of the order 0.75
in the equatorial region for zonal current (zonal current is
dominant over meridional current in the EIO). Further, in
order to examine the quality of OSCAR surface current in
the EIO, we have performed a detailed validation of
OSCAR surface current in the EIO using RAMA currents
(Fig. 1). It can be inferred from Fig. 1 that zonal currents
of OSCAR compare well with the RAMA in the EIO.
Mean bias is less than 15 cm s−1, RMSD is less than
standard deviation (STD), and correlation is greater than
0.7. These results are consistent with the results of
Sikhakolli et al. (2013) and indicate that OSCAR current
data can be used as a reference for spatial validation of
model-derived surface current. This new OSCAR product
has been used for the model validation and to address
various research problems in the TIO (Ravichandran
et al. 2013; Chakraborthy et al. 2014; Joseph et al.

2012). It is worth mentioning here that OSCAR depends
on QuikSCAT during our analysis period and thus the
validation may favor QTS with respect to DTS and
NTS. Precisely, this is the reason why we have not used
OSCAR data extensively except for spatial comparisons.
The independent validation we provide is limited to the
six RAMA buoy time series in the EIO. In the present
study, we use these limited sources of in situ data and
explained plausible physical mechanisms responsible for
the difference in the current simulation between different
wind forcing experiments. Hence, a caution should be
maintained when extending results from the present study
to other oceans (e.g., Pacific and Atlantic Ocean).

3 Results and discussion

3.1 Validation of INCOIS-GODAS simulated currents
for NTS, DTS, and QTS experiments

Seasonal averages of ocean surface currents in EIO, aver-
aged for pre-monsoon (April–May), summer monsoon
(June–August), and post-monsoon (September–October),
are shown in Fig. 2. It is worth mentioning here that the
differences in surface currents between QTS, DTS, and
NTS are not so significant in the TIO except in the EIO
(figure not shown). Hence, we show comparisons between
OSCAR and model simulated currents only in the EIO.
From the figure, it is quite clear that both NTS and DTS
show large differences in the central parts of the EIO,
especially during monsoon and post-monsoon seasons.
During the summer monsoon and post-monsoon seasons,
OSCAR shows eastward current, whereas NTS and DTS
show strong westward current in the central part of the
EIO. Also, QTS surface currents show reasonable agree-
ment with OSCAR, whereas NTS and DTS show west-
ward bias, particularly in the central part of EIO.

In order to gain further insights, we have compared
zonal (Fig. 3) and meridional (Fig. 4) current from NTS,
QTS, and DTS with in situ currents from available
RAMA buoys in the EIO. Comparison of simulated zonal
(meridional) currents with daily averaged 10-m zonal
(meridional) current observations from different RAMA
mooring locations is shown in Fig. 3a–f. In the eastern
part of the EIO (Fig. 3e, f), the observed zonal currents
are weak (within 20 cm s−1), except for few events during

Table 1 Summary of the
experiments conducted using
INCOIS-GODAS

Experiment Momentum flux Model run Initial condition

NTS NCEP-R2 January 1, 2003, to October 31, 2009 Standard GODAS run

QTS QSCAT January 1, 2003, to October 31, 2009 Standard GODAS run

DTS DASCAT May 1, 2007, to October 31, 2009 NTS experiment
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pre-monsoon and post-monsoon months. Simulated zonal
currents from DTS and QTS are reasonably accurate in
the eastern EIO location of 1.5° N, 90° E (Fig. 3e). At
the 90° E equator location, simulated zonal currents from
QTS are much stronger than the observations during pre-
monsoon and post-monsoon season (Fig. 3f). Except from
these localized differences, both QTS and DTS current
simulations appear to be fairly well in the eastern part of
the EIO. In the central EIO (Fig. 3a–d), QTS follows the
RAMA observation very closely whereas NTS and DTS
have the westward bias, with NTS having large bias com-
pared to DTS. For example, at equator 80.5° E during
July–October, 2009, QTS and RAMA showed eastward
current whereas DTS and NTS showed strong westward
zonal current (Fig. 3b). Performance of QTS is better than
that of the other two experiments of NTS and DTS in the
southwestern parts of the EIO (figure not shown) too.
Further, from the statistics summarized in Table 2, it is

clear that the mean and variability of zonal currents are
very well simulated by QTS than NTS and DTS. For
instance, while the maximum observed mean bias with
respect to RAMA in zonal current reaches 60 cm s−1 in
DTS and NTS, it is less than 30 cm s−1 for QTS.

Comparisons of meridional component of surface current
from NTS, DTS, and QTS with RAMA indicate that the dif-
ferences between model experiments are much smaller than
the differences encountered for the zonal component compar-
isons. This is expected as the contribution from zonal compo-
nent of currents is dominant over that from the meridional
components of currents at the equator. For example, the
STD of meridional component of surface currents from
RAMA data is observed to be ranging from 4 to 18 cm s−1

in the EIO locations, while for the zonal component, it is
observed to be ranging from 15 to 35 cm s−1. There are only
few occasions where the magnitude of meridional component
of current exceeds 20 cm s−1 whereas the magnitude of zonal

Fig. 1 Comparison of zonal
currents (cm s−1) from daily
RAMA (black) and OSCAR (red)
in the EIO (a 1.5° N, 80.5° E;
b the equator, 80.5° E; c 1.5° S,
80.5° E; d 1.5° N, 90° E; and e the
equator, 90° E). Mean (AVE),
standard deviation (STD), root
mean square difference (RMSD),
and correlation are also shown in
the corresponding panel. For
better readability of figures, 5-day
smoothing is applied

1240 Ocean Dynamics (2015) 65:1235–1247



component of current is more than 20 cm s−1 during most of
the study period. It is important to note that, in general, sim-
ulated meridional component of surface current from three
different model experiments match well with the observations
(Fig. 4). For example, low-magnitude cross-equatorial current
observed from RAMA in the central (Fig. 4a, b) and eastern
parts (Fig. 4e, f) is captured by model experiments with a
reasonable skill. Satellite-based wind forcing experiments
QTS and DTS show slightly better current simulations than
NTS, which is clearly evident from the correlation listed in
Table 2.

From the above, it is clear that the results from the compar-
isons of model simulated currents with OSCAR (Fig. 2) and in
situ RAMA currents are consistent with each other. The results
of QTS and NTS are consistent with the results of
Ravichandran et al. (2013) as well. From the above analysis,
it is also clear that DASCAT- and QSCAT-derived surface
currents are better than NCEP-R2-derived surface currents.
Less accurate representation of currents by NCEP-R2 wind-
forced experiment, compared to other two wind-forced exper-
iments, is understandable, since the quality of NCEP-R2
winds is low in the eastern parts of the TIO as discussed by
Goswami and Sengupta (2003). Such errors are relatively less
in the satellite-blended wind products and thus offer better
simulation of ocean currents in the ocean model as shown
by Sengupta et al. (2007). Since the causes and impacts of
discrepancies between NCEP-R2 and QSCAT in ocean
models are already examined in detail in the earlier studies
(Sengupta et al. 2007; Agarwal et al. 2008; Ravichandran
et al. 2013), we are not going to elaborate on this further. On
the other hand, relatively less accurate representation of cur-
rents in DTS compared to QTS in the equatorial region indi-
cates that there must be significant discrepancies between the

DASCATand QSCATwind products. The probable reason for
these discrepancies in the wind products is examined in the
following section. Since the differences between perfor-
mances of model experiments are more pronounced at the
equator and in the zonal component of currents, the remaining
part of the discussions is focused on zonal components only.

3.2 Why DASCAT-forced currents are not better than
QSCAT-forced currents?

Figure 5a, b shows zonal wind patterns along the equator
from QSCAT and DASCAT during the analysis period.
Occurrence of westerly wind events in intra-seasonal time
scale is clearly noticeable in Fig. 5. As suggested by
Goswami and Sengupta (2003), the westerly wind events
observed throughout the year are responses to the intra-
seasonal variations of convective activity. Earlier studies
have shown that these wind events generate intra-
seasonal current variability in the EIO (Senan et al.
2003). It is clear from Fig. 5 that the magnitude and spa-
tiotemporal extent of these westerly wind events are rela-
tively weak in DASCAT than in QSCAT. As mentioned
earlier, DASCAT winds are constructed using satellite-
based ASCAT winds and model-based ECMWF winds
(Bentamy and Fillon 2012). As reported by Bentamy and
Fillon (2012), ASCAT and collocated DASCAT poorly
correlates (correlation of 0.85) at the equator than at other
regions, due to less coverage of ASCAT retrievals and low
quality of ECMWF winds at the equator. Their study also
showed that the high wind events (>12 m s−1) observed
from the ASCAT measurements are smoothed by the ob-
jective method used to construct DASCAT. This smooth-
ness has resulted in the underestimation of magnitude of

Fig. 2 Seasonally averaged (April–May (top panel), June–August (middle panel), and September–October (bottom panel)) ocean surface currents
(cm s−1) from a OSCAR and simulated currents averaged over the upper 30 m (cm s−1) from b NTS, c QTS, and d DTS during the year 2009

Ocean Dynamics (2015) 65:1235–1247 1241



wind in DASCAT in the high wind condition. They have
also indicated that discrepancies are large at small scales in
terms of wind amplitude. Sivareddy et al. (2013) have
shown underestimation of zonal wind variability in
DASCAT (STD, 4.88 m s−1 for no-rain and 7.74 m s−1

for high wind) compared to QSCAT (STD, 5.3 m s−1 for
no-rain and 8.03 m s−1 for high wind) and RAMA (STD,
5.2 m s−1 for no-rain and 8.44 m s−1 for high wind) during
both rain-free and high wind events.

It can be hypothesized from the above discussion that
the degradation in the quality of wind at the equator in
DASCAT compared to QSCAT is the source for the ob-
served discrepancies between the zonal currents of QTS
and DTS in the central parts of the EIO. However, it is not
clear why major discrepancies in the simulated current
fields of DTS and QTS are observed only in the central
parts of the EIO. Hence, in order to further understand the

differences between DTS and QTS current simulations in
the central parts of the EIO, we have examined zonal
momentum budget in the central EIO.

3.3 Zonal momentum budget for the central equatorial
Indian Ocean

According to Sengupta et al. (2007), zonal momentum budget
can be represented as

∂u
∂t

¼ −
1

ρ
∂p
∂x

þ ∂
∂z

k
∂u
∂z

� �
þ other term

where u; ρ; p; andk are zonal current speed (m s−1), density
of sea water (kg m−3), pressure (N m−2), and coefficient of the
vertical momentum mixing (m2 s−1), respectively; indepen-
dent variables t; x; and z represent time (s), longitude (m),

Fig. 3 Ocean surface zonal
currents from RAMA moorings
(black), NTS (green), QTS (blue),
and DTS (pink) at a 1.5° N, 80.5°
E; b Eq, 80.5° E; c 1.5° S, 80.5°
E; d 4° S, 80.5° E; e 1.5° N, 90°
E; and f Eq, 90° E. The model
currents are interpolated to
RAMA buoy location and
averaged in upper 30 m. For
better readability of figures, all the
time series have been smoothed
with a 5-day running mean.
Statistics for model simulated
daily zonal surface currents are
computed with respect to the daily
zonal surface current data from
RAMA observations. Units are in
centimeters per second
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and depth (m), respectively. The first term on the right-hand
side is known as the zonal pressure gradient (ZPG) term. This
is obtained using model dynamic height in the upper 120-m
ocean layer. The second term is the zonal wind stress (ZWS)
term; integration of the stress from a sufficiently deep level
(∼120 m) to the surface gives the model surface boundary
condition: k z ¼ 0ð Þ ∂u∂z jz¼0 ¼ τx, where τ x is zonal wind
stress per unit mass per unit depth (m2 s−2). The “other terms”
includes zonal, vertical, and meridional advection. These are
not considered in the present study as the zonal momentum
balance at the equator is dominated by the ZPG and ZWS
(Sengupta et al. 2007).

Earlier studies (e.g., Bubnov 1994, Sengupta et al. 2007,
and others) have shown that zonal currents in the upper 120 m
in the EIO, especially eastern parts (east of 60° E, where large
differences between QTS and DTS were observed), are influ-
enced mainly by ZWS and ZPG terms. The ZPG is westward
throughout the year, except in February and March (Bubnov

1994 and Sengupta et al. 2007). On intra-seasonal time scales,
the ZPG is largely influenced by ZWS (e.g., westerly wind
bursts) via equatorial waves (Sengupta et al. 2007). In order to
understand the relative contribution of ZPG and ZWS on zon-
al current acceleration in the central EIO (2° S–2° N and 60°
E–90° E; CEIO), we have examined the depth-wise correla-
tion between ZWS and zonal current acceleration and between
ZWS+ZPG and zonal current acceleration (Fig. 6). The cor-
relation between ZWS and zonal current acceleration is be-
tween 0.6 and 0.7 in the upper 60-m layer. It indicates that
around 36–49 % of zonal acceleration can be explained by
ZWS term alone. When ZPG term is added to the ZWS term,
the correlation increased to 0.8–0.9 in the upper 60-m layer.
This indicates that about 70–80% of zonal current variation in
the CEIO can be explained by these two terms. This result is
consistent with the results of Sengupta et al. (2007). It can be
inferred from these results that the contribution from ZPG to
total acceleration term is 28–32% and is comparable to that of

Fig. 4 Same as Fig. 3 except for
meridional component of current
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ZWS contribution (36–49 %). Hence, the remaining part of
this section deals on the link between zonal current accelera-
tion and other two terms, i.e., ZWS and ZPG.

ZWS and ZPG averaged over the CEIO corresponding to
QTS and DTS experiments are shown in Fig. 7. The ZPG is
negative (westward) throughout the analysis period corrobo-
rating the results of Bubnov (1994) and Sengupta et al. (2007).
On the other hand, ZWS is positive (eastward) throughout the
study period. Further, the amplitude of ZWS is large com-
pared to ZPG. Large amplitudes of ZWS are associated with
the westerly wind bursts (compare Fig. 5 with Fig. 7), which
typically last for 10–40 days (Sengupta et al. 2007). It is clear
from Fig. 7 that discrepancies in ZPG between QTS and DTS
experiments are very small compared to discrepancies in ZWS
between QTS and DTS experiments. For example, the mag-
nitude of difference is less than 0.5×10−7 m s−2 (equivalent to
∼0.5 m s−1 error in the surface wind) for ZPG, while it reaches
3×10−7 m s−2 (equivalent to ∼3 m s−1 error in the surface
wind) for ZWS (Fig. 8a). It is worth to remind here that the
temperature and salinity profiles are assimilated using 3D-
VAR in INCOIS-GODAS. This assimilation corrects the mod-
el ZPG. Hence, the insignificant differences between ZPG of
QTS and DTS are due to the assimilation of temperature and
salinity profiles in INCOIS-GODAS (figure not shown).T
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Fig. 5 Longitude-time sections of zonal wind speed (m s−1) averaged for
2° S–2° N from a QSCAT and b DASCAT during the period April 1,
2009, to October 31, 2009
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Large differences in ZWS compared to ZPG between QTS
and DTS are obviously due to the discrepancies in the local
wind forcing (compare Fig. 5 with Fig. 7). These results indi-
cate that the discrepancies, in the zonal current patterns in the
CEIO, between QTS and DTS experiments are primarily ex-
plained by the local discrepancies (ZWS represent local effect)
between DASCAT and QSCAT winds. In order to get further
clarity on these results, we have analyzed the differences in
budget terms between QTS and DTS experiments.

Figure 8 shows the difference between QTS and DTS in
terms of difference in (a) ZPG, ZWS, and ZPG+ZWS along
with (b) the difference between QTS and DTS in total zonal
acceleration. As discussed earlier, differences (DTS-QTS) in
ZWS are larger compared to differences in ZPG. Due to the
dominance of the difference in ZWS, compared to the differ-
ence in ZPG, the difference in ZPG+ZWS shows good tem-
poral correspondence with the difference in ZWS (Fig. 8a).
Further, the difference in ZWS (and also ZWS+ZPG) is

negative throughout the study period with large differences
in April, May, August, and October. Interestingly, the differ-
ence between the zonal current acceleration of DTS and QTS
(DTS-QTS) is negative during these months with overall good
temporal correspondence between the difference in ZWS (and
also ZPG+ZWS) and difference in zonal current, extending
up to 100 m deep. This confirms the impact of local wind
differences on the discrepancies in zonal current (Fig. 8b) as
discussed earlier.

From the above discussions, we were able to find answers
to the following questions.

(1) Why are the differences between QTS and DTS in the
simulation of currents found only in the central part of
the equatorial Indian Ocean?

(2) Why do the model simulated currents of DTS have west-
ward bias in the central part of the equatorial Indian
Ocean?

The answer to the first question is that the contribution
from the ZPG, which represents both local and remote wind
effect, is very small for the difference in currents betweenDTS
and QTS, due to the assimilation of temperature and salinity
profiles in INCOIS-GODAS. The contribution from ZWS,
which represents the local wind effect, is major for the differ-
ences in currents between DTS and QTS in the CEIO. The
answer for the second question is that the eastward-acting
ZWS is inferior to the westward-acting ZPG in the
DASCAT-forced model experiment.

4 Summary and conclusion

This study examines the suitability of DASCAT momen-
tum flux, with respect to QSCAT and NCEP-R2 momen-
tum flux, for forcing the INCOIS-GODAS by analyzing
the simulated surface currents. The motivations for the
present study are (1) better accuracy of satellite-based
wind products than NCEP-R2 winds, (2) non-availability

Fig. 7 Time series of ZPG
(10−7 m s−2, solid line) and ZWS
(10−7 m s−2, dashed line) from
QTS (blue) and DTS (pink)
experiment. All the variables are
smoothed by 10-day and aver-
aged for the CEIO (2° S–2° N and
60° E–90° E) before performing
calculations

Fig. 6 Correlation between zonal current acceleration and ZWS (dashed
line) and between zonal current acceleration and ZWS+ZPG (solid line).
Results from the experiments corresponding to QSCAT and DASCAT
forcing are shown in blue and pink colour, respectively. Zonal current
acceleration, ZWS, and ZWS+ZPG terms are averaged for central
equatorial Indian Ocean (2° S–2° N and 60° E–90° E; CEIO) and all the
variables are smoothed by 10-day running mean before performing correla-
tions. The correlation greater than 0.4 is significant at 95 % confidence level
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of satellite-based QuikSCAT winds after November, 2009,
and (3) anticipated availability of ASCAT wind measure-
ments up to 2022. For this purpose, we have designed
three experiments by forcing INCOIS-GODAS with the
three different momentum fluxes (NCEP, QSCAT, and
DASCAT) and analyzed simulated upper ocean currents.
Over off-equatorial regions in the TIO, the DASCAT-
forced simulated surface currents are on par with
QSCAT one. However, in the EIO, the QSCAT-forced
simulated currents are relatively better than DASCAT-
forced simulated currents. It appears that lack of small-
scale variability in DASCAT, especially during high wind
events, leads to less accurate simulation of upper ocean
current in the EIO. Nevertheless, DASCAT-forced simu-
lated upper ocean currents are better than NCEP-R2-
forced simulated upper ocean currents. Thus, in the ab-
sence of QSCAT winds, it is better to use momentum flux
derived from DASCAT instead of NCEP-R2, in INCOIS-
GODAS, for providing better ocean analysis.

The present study also has provided valuable insights on
the impact of errors in wind on the simulated ocean currents. It
is found that the impact of the wind discrepancies between
DASCAT and QSCAT is majorly local and confined to the
upper 100 m of water column. The less impact of error in wind
on ocean analysis of INCOIS-GODAS is largely attributed to
the correction of ZPG by the assimilation of temperature and
salinity profiles. Since the impact of wind discrepancies is felt
in assimilation-enabled INCOIS-GODAS model, the impact
is presumed to be larger in ocean forecasts. Apart from finding

a suitable wind product for the state-of-the-art ocean models
like INCOIS-GODAS, the present study demonstrates the
need for careful evaluation of available wind products using
ocean model simulations.
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